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ARTICLE INFO ABSTRACT

Editor: J.P. Avouac Determining what fault characteristics and applied stress conditions modulate the occurrence of seismicity is a

key question in the field of seismology. Here we analyze the seismicity measured at two ice shelf rift zones of

Keywords: different maturity in the Ross Ice Shelf, which are subjected to long-term dilatational stress modulated by tidal
Zeilsr?c;logy stress variations. We analyze the periodicity of the seismicity and its relationship to tidal stress variations and
aciology

find that the seismicity rate at both rifts is controlled by tidal stress rate variations. We compare the observed
icequake occurrence times with analytical predictions from rate-and-state friction constitutive laws that have
been used to model frictional behavior on terrestrial faults. We find that seismicity rate is predicted well by an
analytical model based on rate-and-state friction, confirming that it can be used to understand ice rift seismicity.
We constrain for the first time the characteristic time of seismicity rate, t,, for both rifts, and find that ice rifts
have a faster recovery time than continental faults, and that their responses to stress and characteristic times are
age dependent. This implies that the strength of the rift changes with time and determines the amount of stress or
stress rate dependency of the system. Our results can be used to understand seismicity occurrence across other ice
rifts in Antarctica and Greenland and holds implications for seismicity on icy satellites.
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1. Introduction scribes the characteristic timescale on which the aftershock production

rate returns to the background seismicity rate (Ader and Avouac, 2013;

Understanding the brittle failure process is essential to both the fields
of seismology and glaciology. For seismology, brittle failure is important
in the context of earthquake and fault zone processes. In glaciology,
much of the processes of ice shelf collapse and iceberg calving are
assumed to occur through brittle failure during relatively short time
periods (Alley et al., 2023; Olinger et al., 2024; Rist et al., 1999;
Scambos et al, 2009). Therefore, understanding potential
time-evolution of brittle fracture of ice can inform predictions of
integrity of ice shelves under future climate conditions. In terrestrial
seismology, brittle failure observed through earthquakes has been suc-
cessfully described using models in which friction on a fault depends on
the slip rate and a history-dependent state variable (Dieterich, 1994,
1992; Heimisson and Segall, 2018). This model relates the statistical
observation of Omori’s aftershock decay law (duration of aftershock
production following a large event) with fault slip experimental obser-
vations (applied stresses and fault friction) (Dieterich, 1994, 1987,
1986).

Under the rate-and-state framework, a characteristic time, t,, de-
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Dieterich, 1994, 1992). In the context of earthquake slip against friction,
the t; can also be related to the ratio of normal stresses to the back-
ground Coulomb stress rate by:

AGO

b= —, D
So

where oy is initial normal stress, and sy is the rate of change of back-
ground stress (Dieterich, 1994), and A is a constitutive parameter pro-
portional to the instantaneous frictional dependence on slip rate (Beeler
et al., 2022; Dieterich and Kilgore, 1996, 1994). Because fault age and
material properties both influence A, it is not typically possible to pre-
dict its value from available information; instead, observationally con-
straining t, can inform us about properties of inaccessible faults.

One way of attempting to observationally constrain t, is by studying
the recurrence interval of main shocks. This is because the characteristic
time (t,) is thought to be proportional to the recurrence interval, as it is
related to both initial normal stress clamping a fault and the background
stress rate that will eventually cause the fault to slip (Dieterich, 1994).
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However, this approach is made difficult by the inadequate duration of
observational historic records compared to the often-long time periods
between major earthquake events (Parsons, 2002; Perfettini and
Avouac, 2004; Stein and Liu, 2009).

Periodic seismicity caused by oscillatory stresses such as tides or
seasonal loading offers an alternative way of constraining t,. This is
because it implies a repetitive process that fully encapsulates the
earthquake cycle and places constraints on initiation, rupture, after-
shock, and resetting of stress conditions. The characteristics of this pe-
riodic seismicity carry information about how quickly a fault can re-
rupture, the strength of the fault, its frictional properties, and the level
of stress required to fracture it, i.e. all the parameters that go into
calculating t,. Oscillatory stresses such as tides or seasonal loading of
snow/water have been shown to produce periodic seismicity in a variety
of locations (Cochran et al., 2004) including California (Beaucé et al.,
2023; Bucholc and Steacy, 2016; Johnson et al., 2017; Thomas et al.,
2012, 2009), Japan (Ueda et al., 2024), the Himalayas (Ader and
Avouac, 2013; Bettinelli et al., 2008), Taiwan (Hsu et al., 2021), and
several faults in oceanic plates (Lordi et al., 2022; Tolstoy et al., 2002).

Recently, Heimisson and Avouac (2020) suggested that under
oscillatory stresses (St), whether a system’s seismicity rate is modulated
by stress (St) or stress rate (S7) is determined by the value of t, relative
to the oscillating stress periodicity, T. This conclusion was drawn from a
modification to the general form of the rate-and-state equation by Hei-
misson and Segall (2018):

K(t)

R = rl + if;K(T)d'r7

(2)

where R(t) is the seismicity rate (number of events per unit time) pro-
duced by a population of seismic sources with background seismicity
rate r (total number of events divided by total duration). If changes in
normal stress, o(t), are small compared to initial normal stress, oy, then
K(t) can be approximated as (as explained by Heimisson and Segall,
2018):

K(t) ~ exp (i(—(Z), 3)

where S(t) is the modified Coulomb stress history and can be written as a
combination of short term periodic oscillatory stresses and long-term
stress rate:

S(t) = Sr(t) + Sot. @

Eq. (2) relates the periodic seismic event rate, R(t), to the combined
effects of oscillatory Coulomb stresses (Sr), background Coulomb
stresses (So), frictional properties (A), and the characteristic time (t,).
Notably, when ¢, is much greater or smaller than T (periodicity of St), R
(t) is modulated by either St or S, respectively (Heimisson and Avouac,
2020). In other words, whether R(t) is correlated by Sr(t) or Sr(t) de-
pends on the relative duration between t, and T. This finding appears to
explain tectonic tremors modulated by daily tidal stress along the San
Andreas Fault and similar tectonic settings because t; >> T in this
setting (Beaucé et al., 2023; Bucholc and Steacy, 2016; Thomas et al.,
2009), whereas microseisms are modulated by seasonal loading stress
rate in California, the Himalayas, and the Azores and thus t, << T there
(Bettinelli et al., 2008; Johnson et al., 2017; Lordi et al., 2022). How-
ever, it’s difficult to observe periodic stress modulated seismicity along
terrestrial faults because our observations are typically much shorter
than an earthquake cycle (Beeler and Lockner, 2003).

Ice shelves are large floating pieces of ice which are fed by conti-
nental ice flowing onto the ocean. Due to this floatation, seismicity (i.e.
icequakes) on ice shelves has been shown to be strongly tidally modu-
lated and periodic (Anandakrishnan and Alley, 1997; Cole, 2020; Huang
et al., 2022; Lucas et al., 2023; Minowa et al., 2019; Olinger et al., 2019;
Olsen et al., 2021; Podolskiy et al., 2016), making ice shelf seismicity
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ideal to study the relationship between periodic oscillatory stress,
characteristic time, and seismicity. Within an ice shelf, seismicity can
occur along large rifts (Cole, 2020). These rifts are formed due to the
extensional flow of the ice shelf towards the ocean (Walker and Gardner,
2019). Although on long time periods ice shelf flow is dominantly
ductile deformation, rifts, crevasses, and other fractures observed in
satellite imagery are evidence of brittle deformation that have under-
gone repeated periods of growth and quiescence (Walker and Gardner,
2019). Similar to the active plate margins, it is therefore reasonable to
assume that each rift system has a background stress rate, and fractures
along rifts are similar to earthquakes along faults. Therefore, seismicity
along rifts is an ideal setting for testing brittle behavior under periodic
stress loading in the rate-and-state friction framework.

In this study, we use a joint seismic and geodetic deployment on the
Ross Ice Shelf (RIS) from the DRRIS project (Bromirski et al., 2015;
Bromirski and Gerstoft, 2017) to test the rate-and-state periodic stress
model (Eq. (2)), investigate the brittle deformation of rifts, and deter-
mine how fault maturation influences the characteristic time and overall
strength of rifts under oscillatory stress. The DRRIS project was a
RIS-wide geophysics deployment, including seismic and GPS stations
near two large mid ice shelf rifts, Western Rift 4 and 6 (WR4 and WR6)
(Fig. 1a). They are part of a series of periodically spaced rift zones that
are proposed to be formed by the same mechanism (Walker et al., 2013;
Walker and Gardner, 2019). WR6 was first observed in satellite imagery
in 1975, and WR4 was formed 45-50 years prior to WR6. There is no
evidence of active lateral propagation in WR4, whereas a rapid rift-tip
propagation is observed for WR6 (Walker and Gardner, 2019). Upon
examination of the satellite imagery presented in Walker and Gardner
(2019), we found that the portion of WR6 that was instrumented during
the DRRIS deployment was formed between 2004-2008, implying it was
between 6-10 years old at the time of the deployment. This allows us to
compare behaviors between a mature rift, WR4, and a juvenile rift, WR6.
We can thus demonstrate how seismology can be used to observe and
characterize the brittle failure process of ice and constrain time-evolving
properties of ice rifts.

2. Data and methods
2.1. Seismic and GPS data

We utilized seismic catalogs (DR13, DR14, and DR15) for the mature
and the juvenile rifts based on a STA/LTA (short-time-average through
long-time-average trigger) approach by Olsen et al. (2021) with seismic
records from DRRIS (Bromirski et al., 2015; Bromirski and Gerstoft,
2017), allowing for analysis and comparisons of the seismicity between
the two rifts. Station DR15 is located ~8 km north of the juvenile rift,
and stations DR13 and DR14 are located ~3 km and ~7 km south and
north of the mature rift, respectively (Fig. 1a). Because of the signifi-
cantly closer proximity of DR14 to the mature rift compared to DR15 to
the juvenile rift, caution must be taken when comparing seismicity
detected by the two stations. As DR13 and DR15 have similar distances
from their respective rift zones, the difference of icequake numbers
should be mainly due to their seismogenic signatures. The available
seismic records are ~25 months long. There are several data gaps for
DR13, so we only utilize a continuous portion of the record from
03/23/2016 to 11/10/2016 for the analysis. The seismic catalog of the
mature and juvenile rifts is from three seismic records: the full DR14
record (12,986 events), the full DR15 record (4,199 events), and the
cropped DR13 record (1,757 events). On average, the mature rift had
17.3 events per day (as recorded by DR14) and the juvenile rift had an
average of 5.9 events per day (as recorded by DR15).

We additionally utilize the GPS data that were deployed during the
same time period as the seismic stations, some of which were collocated
with the seismic stations. The 3-component continuous GPS time series
records were processed into 30-second sampling rate by Klein et al.
(2020). GPS stations used in this study are shown as white circles in
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Fig. 1. (a) Map of the study region including the three WR rifts, WR2, WR4, WR6. Seismic stations from DRRIS used in this work are shown as blue diamonds
(Bromirski et al., 2015; Bromirski and Gerstoft, 2017), and the GPS stations used in this work are shown as white circles (Klein et al., 2020). Background image is
from MODIS. (b) Icequakes along WR4 (mature rift) (top) and WR6 (juvenile rift) (bottom) against modeled tidal height at each rift. Individual icequake events are
shown as vertical black lines and the tidal height is shown in blue. The icequake catalog is based on (Olsen et al., 2021).

Fig. 1a with the same naming convention as for the seismic stations. We
used DR10, DR14, DR15, and RS16 for our analysis due to their prox-
imity to the rift zones. All the GPS stations with the exception of DR10
were operated using solar power, leading to data gaps during the austral
winter (between April and September).

2.2. The Schuster test

This test has been used on terrestrial earthquakes to determine
periodicity within an earthquake record (Ader and Avouac, 2013;
Cochran et al., 2004; Tanaka et al., 2002). The test evaluates the like-
lihood that variations in the number of events observed over a test
period can be due to random variations. The Schuster Spectrum can be
affected by non-periodic distributions in the seismicity rates such as
seismicity related to anthropogenic activities (Pearson, 2021), seismic
swarms, and main-shock-aftershock sequences (Ader and Avouac,

2013). Through synthetic tests, Ader and Avouac (2013) further
demonstrated that Schuster Spectrum only shows one significant period
when the input seismic rate is purely sinusoidal, and a series of higher
frequency harmonics when the input signal has mixed periodicities. The
minimum period of these significant harmonics indicates the duration of
the elevated seismic period for the non-sinusoidal periodic seismic rate.
For example, for seismicity rate as a boxcar signal, the minimum har-
monic period represents the width of the boxcar (Supplementary
Fig. 1.3). We use the Schuster Spectrum algorithm developed by Ader
and Avouac (2013) to analyze the periodicity of our seismic catalogs.

2.3. Stress and stress rate calculation

Tidal variations of sea level cause tilting of the ice shelf, which
produces both extensional and compressional stresses with falling or
rising tides, respectively (Bassis et al., 2008). Based on the CATS2008
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tidal model designed for the RIS (Howard et al., 2019), Olinger et al.
(2019) and Olsen et al. (2021) proposed that icequakes along WR4 and
WR6 are most sensitive to extensional stress across the rift due to
seaward tilt during falling tides. In both studies, the value of the stress
due to tilt is calculated based on a tidal elevation model. However, using
a tidal model to calculate periodic stress (St) at rifts may not be ideal due
to the inherent structural complexity between the ice shelf and the
mélange, which is not accounted for in the tidal modeling.

We assessed the accuracy of the tidal model by using GPS data and
the assumption of elastic behavior, in which the amplitudes of local
stress and strain remain proportional and in phase. This assumption is
consistent with some studies of the elastic response of ice shelves to tides
(Bassis et al., 2008; Minowa et al., 2019; Vaughan, 1995). Additionally,
it is justified because we estimate the characteristic Maxwell relaxation
time of ice to be ~2.4 days, based on properties in Brunt and MacAyeal
(2014). The relaxation time is more than twice as long as the diurnal
tidal stresses, which implies a near in-phase motions between stress and
strain. Other studies calculate the Maxwell time to be ~11 h (Ultee et al.,
2020), which would introduce a 20° phase shift between stress and
strain. This amount of phase shift does not significantly affect our stress
estimates (Supplementary Fig. 5.1).

We compare the strain recorded by GPS stations across each rift
against stretching stress due to tilt predicted by the CATS2008 tidal
model (Howard et al., 2019). We find a substantial phase shift between
these stress predictions (Olinger et al., 2019; Olsen et al., 2021) and GPS
derived strain across rifts (Supplementary Fig. 2.1). This suggests that a
direct use of tidal models for estimating stretching stresses may not be
adequate for investigating seismicity-stress correlations.

Since most of the GPS records only cover summer months, we cannot
directly use the GPS-based strain time series to compare with the full
seismic catalogs. Therefore, we extend the stress time series by using a
modified tilt calculation and the CATS2008 model that can best repre-
sent the strain time series at WR4 and WR6 for the GPS data gaps. Our
goal was to find the locations (as points) on the ice shelf that can be used
to calculate tilt induced tidal stress (S7) which has a phase that is most
closely matching to the cross-rift GPS strain time series. Through this
method we do not expect to calculate value of Sy but rather achieve an
accurate phase estimate of Sz(t) and Sr(t) across each rift to compare
against icequake occurrence. The relative magnitude should be mean-
ingful as the modeled St (t) matches GPS strain time series during spring
and neap tides (Supplementary Fig. 2.2-2.5). To calculate Sr(t), we
obtained tidal elevation for the duration of the seismic records using the
CATS2008 tidal model for the circum-Antarctic Ocean (Howard et al.,
2019). We utilized the tidal model to compute Sr(t) associated with tides
using the same tidal tilt calculation utilized by Olinger et al. (2019). To
accomplish this, we computed the tidal model of the RIS over the time
period when the GPS data is available and then computed St(t) for every
location relative to a reference GPS station location on the landward (i.e.
south) side of either WR4 or WR6 (Supplementary Fig. 2.2-5). We first
normalized each tidal stress (as §T(t)) and GPS records and then
calculated the misfits of each location relative to the GPS station on the
other side of the rift (Supplementary Fig. 2.2-5). We computed the
root-mean square misfits for all available GPS records and selected the
average location on the RIS with minimum root-mean square misfit as
the target location that can best represent Sy (t) phase across the rift
(Supplementary Table 1). We next extend the time periods to the full
duration of each seismic catalog to calculate the Sr(t) and Sr(t) time
series. Because the quantity of Sr is not physically determined, we

describe S(t) and St(t) as in percentages or normalized (as §T(t) and
S T(t))-

2.4. Analytical calculation of seismicity rate

We next predict seismic periodicity using the rate-and-state model
with periodic stress (Eqgs. (2)—(4)). St (oscillatory Coulomb stress) in Eq.
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(4) requires slip on faults (instead of a pure mode-I fracture opening),
knowledge of the orientation of faults, sense of shear, and coefficient of
friction. The seismic catalogs we use are produced from single stations.
We therefore cannot reliably determine the stress or the fracture
orientation of any given event; however, based on examination of sat-
ellite imagery of rift features, we expect shear motion to occur at these
rifts. Rift features shown in Supplementary Fig. 4.1 also suggest that
frictional processes are likely involved in fault slip. Sr(t) estimated here
is essentially in phase with periodic loading stress in a simple 1D setting.
This simplification is valid because Sr(t) is always in phase with tidally
driven horizontal loading stresses regardless of the fault dip angle. Eq.
(4) also requires a background stress rate (Sp) term. Here we do not
attempt to compute the magnitude of sy, but it is reasonable to assume a
non-zero Sy in the rift zones due to their existence as primarily brittle
features and based on the observation of an overall increased velocity of
ice flow on the RIS from the Antarctic continental interior toward the
oceans (Klein et al., 2020). Finally, we also do not know the value of the
constitutive material parameter A described in Eq. (1) because con-
straining the material properties of the rift ice is outside of the scope of
this work.
Combining Eqgs. (2-4) we get,

Sr(t)+ Sot
eXP( = A,,OSO >
. )
1+ 3% fé exp (S—T(%OS‘” )dr

The background seismicity rate (r) is the expected rate of icequake
production during the observation period as defined in Dieterich (1994).
As described earlier, we cannot easily quantify Sr(t), so, and Aco. We

R(t)=r

rewrite each term in terms of its amplitude and unit: Sy = égr, So =
n.éA(), Aoy = y;\?ro. Here &, 57, and y are the amplitudes of unit Coulomb
stress (§T; unit: Pa), background stress rate (s'Ao; unit: Pa s'l), and initial

normal stress (Ac\ro ; unit: Pa), respectively. We can then rewrite Eq. (5) to
compute the predicted seismicity rate, Rpq(t):

exp<§@+ﬁ i;t)

Acg 7 Aco

Rpred(t) =r — — — (6)
1 o [t £51(@ 4 1 So
1+yﬁofoeXP<, iOJr So 1>d7

4 Aoco

Note that t; =42 =7 22, This revised form allows us to determine R(t)
So

and t, with only r and the ratios between ¢, 5, and y. By choosing these

ratios we can determine t, (as %) and the time scale for the background

stress to reach the peak oscillatory Coulomb stress (as fl). With more
details in Section 2.2, we can then constrain % and % by comparing

Rpreq(t) and the observed seismicity rate, or Rops(t).

2.5. Stress windows

We additionally test how much the relative amount of stress and
stress rate influences seismicity levels. Although icequakes typically
exhibit a correlation with diurnal tides, main-shock-aftershock se-
quences appear more prominent during winter months (Chen et al.,
2019; Huang et al., 2022; Olinger et al., 2019) and may potentially bias
the analysis of stress modulation. Because this seismic dataset was
produced by a single seismic station, we cannot easily apply common
declustering methods due to unknown aftershock locations. To better
examine tidal modulation without this type of influence, we follow an
analysis proposed by Beaucé et al. (2023) to assess stress and stress rate

modulation without declustering the catalog. This analysis compares Sr

and S at the time of an icequake to the relative frequency of the same

§T and St condition over the observation period. We first break stress
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(or stress rate) into bins of 5 % width and define the proportion of ice-
quakes that occur at a specific stress bin, PIQ(§Ti) (or stress rate bin,

—

PIQ(S‘ 1i)) within an observation period. We also define the proportion of

duration of a specific stress bin (or stress rate bin) relative to the total

duration of the observation period as Py (or Pg ). As suggested by
Ti

Beaucé et al. (2023), we use a 28-day window with a 27-day overlap
between each window to scan through the entire seismic record. We
compute the icequake to stress ratio, ¥ (or stress rate ratio, ¥) for that
time window:

Pi(St) | s _ PIQ(STi)'

Py L

v @)

We iteratively repeat this process across the full duration of each
seismic catalog and determine the median ratio for each stress and stress
rate over all time windows. The median ratios for all time windows are
¥, and W;. This approach can reduce the effect of main-shock-
aftershock sequences and allows for the relationship between events

—

and Sy or Sy to be more clearly assessed. If events are randomly
distributed throughout the record, ¥s or ¥, will be close to one. When

events are reduced or enhanced during specific Sy(t) or S (t) conditions,
W, or Wy is less or greater than one, respectively. Further details about
our stress window design choices and process are illustrated in Sup-
plementary Fig. 3.1.

3. Results

To analyze the relationship between seismicity and tidal stress, we
utilize seismic event records from three stations and GPS records from
four stations deployed from 2014-2017 (Fig. 1a) (Klein et al., 2020;
Olsen et al., 2021). By assuming that stress and strain across each rift are
in phase on tidal timescales based on the viscosity of ice (see Supple-
mentary Figs. 2.2-2.5 and 5.1), we compute a tidal stress model for each
rift based on the phase of strain calculated from GPS across each rift.
This results in a nondimensional stress record that captures amplitude
change due to multi-component tidal variations such as larger spring
tides. We are then able to compare the observed seismicity to the tidal
stress conditions at each rift.

a) Mature
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3.1. Periods of elevated seismicity

We first quantify the periodicity of seismicity in rifts by performing
Schuster spectrum tests. The Schuster spectrum examines the probabil-
ity that a periodicity observed in an earthquake catalog at a given set of
periods is due to random chance. It is commonly applied to terrestrial
seismic records (Ader and Avouac, 2013; Schuster, 1897). The Schuster
spectrums for the two seismic catalogs are shown in Fig. 2. Additional
results for the second seismic record at the mature rift recorded by
station DR13 are shown in Supplementary Figure 3 and are consistent
with results from the primary seismic record from station DR14. Seis-
micity at both rifts shows highly statistically significant periodicity at 24
h, the same period as the dominant diurnal tide. Additionally, both rifts
have elevated seismicity levels over a period lasting ~6 h for the mature
rift and ~3 h for the juvenile rift. In order to assess the robustness of our
results, we repeat the Schuster spectrum tests on both catalogs after
contaminating them with increasing numbers of random events (Sup-
plementary Fig. 1.1) as well as with catalogs in which the event times are
fully randomized (Supplementary Fig. 1.2). As expected, the fully ran-
domized record shows no significant period and the catalogs with added
noise maintain significance over the same periods as the original cata-
logs. Therefore, we conclude that seismicity at both rifts occurs peri-
odically in response to diurnal tide influence.

3.2. Timing of seismicity relative to stress and stress rate

We predict seismic periodicity using a modified rate-and-state model
with periodic stress (Eq. (5)). To do this, we first estimate Ry.q by
varying % and ,Zl in Eq. (6) as a grid search and then compare with
observed seismicity rate (R.s) by calculating the variance reduction
(VR (%) = [1 = S:(Robsi — Rored;)” /X i(Robsi)?] x 100). We hold y to
be constant (as 10®) based on an order of magnitude estimation
measured by the GPS (Klein et al., 2020). We can finally estimate ¢,
based on the highest achieved VR. Fig. 3 shows the VR of Ryq(t) and the
corresponding t, with different stress and stress rate parameters. The
VRs are 98.5 % and 93.8 % from these grid searches for the mature and
juvenile rifts respectively (Fig. 3a and b). The calculated best fitting t, is
1.93 h (0.31 to 3.22 h within 99th percentile range) for the mature rift
and 2.78 h (0.79 to 5.15 h within 99th percentile range) for the juvenile
rift. The mature rift has a wider range of high VR than the juvenile rift,

and additionally the juvenile rift has the best fit with a higher 57 or sg—g‘),

b) Juvenile

Mainshock-Aftershock

24 Jemsscscssnsanlesannnnnnnn
L, 2 S

8

Period Tested (Hours)

Fig. 2. (a and b) The results of the Schuster Spectrum on the seismic records. The most significant period for each record is ~24 h, corresponding to daily tidal cycles.
Each record indicates mainshock-aftershock sequences, shown by higher amplitudes towards longer periods, labeled by the dark blue dotted line. Harmonics of 24 h
also appear, indicating a non-sinusoidal periodic seismicity rate (Ader and Avouac, 2013). Note that the probabilities on the y-axis are shown as small values, because
they measure the probability the period tested would occur in a randomly distributed seismic catalog.
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Fig. 3. (a and b) Variance reduction (VR) of predicted seismicity rate (Ryrq(t)) with different 5 and t,. The black circles indicate the best fit 5 and t, values. The thick

contour represents the 99th percentile VR out of all VR achieved. The thin contours are at every 10 % VR. (c, d) Ryq(t) (light blue dotted line) with the highest VR for
the mature and juvenile rifts. The periodic stress and stress rates are shown as black and orange dotted lines, respectively. Ry (t) is shown in dark blue solid line. The
full record of all values was stacked over a 360° tidal phase and averaged per 5° phase bin. Note the scales for icequake rate are different between (c) and (d).

the proportion of oscillating Coulomb stress relative to the background
stress rate. This proportion describes the amount of time it takes for the
background stress to reach the same level of the peak oscillatory
coulomb stress. The best fitting 5 is 7.61 h (6.02 to 8.55 h within 99th
percentile range) for the mature rift and is 15.36 h (13.66 to 17.27 h
within 99th percentile range) for the juvenile rift. The juvenile rift
having a larger 5 likely implies that the background stress rate in this
area is lower than in the area of the mature rift. This could be due to an
increased ice flow rate (i.e. higher background stress rate) toward the
front of the ice shelf (Klein et al., 2020). The seismicity at the rifts is
mainly in phase with the tidal stress rate. The estimated seismicity of the
mature rift was closer in phase to the stress rate than the estimated
seismicity of the juvenile rift, indicating a stronger modulation with
stress rate for the mature rift (Fig. 3c and d). We find that the rate and
state periodic model is able to accurately predict the observed seismicity
rate given only a normalized stress model and observed background
seismicity rate. As Huang et al. (2022) postulated most icequakes
observed at the mature rift are shallow, we suggest that at least the
shallow portion of the ice shelf fractured due to diurnal tidal stresses can
recover on timescales shorter than a day and likely on the scale of hours,
similar to the t, estimation in Fig. 3.

3.3. Quantity of seismicity relative to amount of stress and stress rate

Since seismicity at both rifts is primarily driven by stress rate, we
further test the relationship between the number of seismic events to the
magnitude of stress rate relative to the maximum absolute stress rate.

We perform this stress window method for all seismic catalogs and
both stress and stress rate (Fig. 4a-d and Supplementary Fig. 3.2). We
find that seismicity depends exponentially on the absolute stress rate,
with a slight dependence on the absolute stress amount (Fig. 4a-d and
Supplementary Table 2). To better demonstrate their exponential
dependence, we used an L2 norm fit to each dataset to an exponential
function with weighting based on the distribution of each ratio bin. This
exponential relationship is:

Ws(Sr)=alg _, &7, ®)

where Wy (S7) is the median percentage of icequakes to percentage stress

rate as a function of percent stress rate for all time windows, ¥y | S o is
=

the median percentage of icequakes to percentage stress rate at zero
percent stress rate, b is the slope of the exponential relationship, and

St is the percentage stress rate of the maximum absolute stress rate of
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the record. Additionally, the 95 % confidence interval was estimated for
each fit (grey zone in Fig. 4e and f)).

The largest proportion of seismic events occur under the largest
extensional stress rate conditions, which would correspond to spring
tides. During periods when stress is becoming more compressional (i.e.
positive stress rate), icequakes are suppressed with a smaller proportion
of events occurring under these conditions. However, when fitting the
ratios of proportion of seismic activity to proportion stress or stress rate
using exponential function (Eq. (8)) (Fig. 4e and f), this model under-
predicts the proportion of events under high compressional stress rate.
This deviation from the exponential prediction may indicate the exis-
tence of an additional compressive stress related mechanism driving an
excess number of events. At other ice shelves it has been found that basal
icequake events can occur under rising tide, inferred to be extensional
conditions at the base due to bending (Hammer et al., 2015; Minowa
etal., 2019). The excess events we observe here may also be indicative of
the existence of basal events, though we cannot determine this without
accurate icequake event locations and depths.

3.4. Influence of rift maturity on seismicity

All of the above analyses indicate a difference in the behavior of a
juvenile rift when compared to a mature rift. We find that the juvenile
rift has a larger ratio between the magnitudes of oscillatory Coulomb
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stress and background stress rate, %, than the mature rift and that the size
of % influences the steepness of the estimated seismicity rate curve
(Fig. 3c and d light blue dotted line). Because ice shelf dilatation rate
increases closer to the ice shelf front, a lower background stress rate at
the juvenile rift would show up as a higher fl if the magnitude of peri-

odic stress between the rifts were approximately equal. Based on the
Schuster spectrum and stress window analysis, seismicity at the juvenile
rift is elevated over a shorter duration of time and has a larger expo-
nential relationship between seismicity and relative stress rate magni-
tude (Figs. 2 and 3c and d).

The differences between the two rifts may be explained by age-
related structural changes. Because the mature rift can fracture under
lower relative magnitude stress rate and has a longer duration of
elevated seismicity than the juvenile rift, we infer that matured rifts are
more vulnerable to brittle fracture under proportionally lower stress
rates. Additionally, we find that the range of t, between the two rifts has
substantial overlap (Fig. 3a and b) but on average the t, of the juvenile
rift is longer. From Eq. (1), both a higher s¢ (background stress rate) and
lower A (inferred as material strength) can result in a lower t,. A
continuous dilatation and fracturing process can gradually decrease the
strength of a mature rift compared to a juvenile rift and cause a lower A,
which contributes to a lower t,. Based on these differences, we addi-
tionally provide an estimation of the seismic rate of WR2, the most

a) Juvenile Mature
WR6 WR4
" +
Se 3 & 23
z =

b)

©
Stress S
Stress Rate| 10.5 D
c
2
(R
0 o
(o]
N
I 05 &
— WR6 - g
34 m— \VR4 b4
Est. WR2
=2
I
1t
0 L fl L L L
596 597 598 599 600 601 602 603
Time (Days)

Stress and Stress Rate

_80

$ 70 —Stress

% —— Stress Rate
o 60 y
E50¢ |
;_-jC; Seasonal loading Tidally induced
© 40" Earthquakes? Earthquakes? |
3

< 30

o

=20

o

—
o

o

1072 1 10°
T/T
a

Fig. 5. (a) Schematic showing the RIS with WR4 and WR6 and the stresses applied to the rifts. Long-term background stress rate is shown with thick black arrows,
periodic tidally driven stress is shown in red dotted (compressive) and black solid (extensional) arrows. Structural differences between WR4 and WR6 are shown by
the gray fractures on the right of each rift. Arrows indicating the tidally induced ice shelf tilt are shown with the dotted line corresponding to the dotted periodic
compressive stress and the solid line corresponding to extensional periodic stress. Schematic is not to scale. (b) Comparison between normalized extensional periodic
stress (gray line) and stress rate (orange line) and the estimated R(t)/r for each rift (WR6 dark blue line, WR4, blue line, estimated WR2 light blue dotted line). (c)
Estimated R(t) phase shift from either stress (black line) or stress rate (orange line) (in degrees) for each T,/T ratio. WR4 and WR6 T,/T are plotted to show their
relative phase shifts. Zones where seasonal loading induced earthquakes (brown shading) and tidally induced earthquakes (blue shading) may fall are shown. Note
that these curves were calculated using a simple sinusoidal period and so may be a simplification of the true phase shifts relative to T,/T.



K. Udell-Lopez et al.

mature rift in the Western Ross series of rifts, relative to periodic stress
and stress rate in Fig. 5b. Based on our results for WR4 (the mature rift)
and WR6 (the juvenile rift), we would expect the seismicity rate of WR2
to have even higher modulation to stress rate due to its increased
maturity.

From the surface features observed from Worldview satellite imag-
ery, the mean fracture (interpreted as en échelon) length over a ~2.5 km
segment near the instrumented portion of the juvenile rift is shorter (184
m) than that of a same length segment of the mature rift (285 m)
(Supplementary Fig. 4.1). Additionally, the sinuosity of shorter fractures
is greater for the mature rift than the juvenile rift. This may suggest that
fracturing at the juvenile rift requires a higher activation periodic stress
rate to develop new fractures while fracturing in the mature rift may
mainly slide along pre-existing fractures within a more developed
damaged zone. This type of behavior has been observed on terrestrial
faults, where the maturity of the fault zone influences its seismicity
(Thakur and Huang, 2021; Thomas et al., 2013). Further, similar to our
findings about the relationship between t, and rift maturity, previous
work has found that more mature terrestrial faults have lower aftershock
production than juvenile faults (Guo et al., 2023). Despite having only
two rifts to compare, our findings are in line with findings for terrestrial
faults; the juvenile rift is more difficult to fracture, requiring higher
relative stress rates for events to occur and having events occur over a
shorter duration of elevated seismicity than the mature rift. We propose
that this indicates that some sort of fatigue or damage zone process exists
for ice rifts, which has also been observed for terrestrial faults and may
have implications for ice shelf stability.

3.5. Broader applications

The applicability of this terrestrial model to seismicity along ice rifts
implies that the model may be successfully used for other ice seismicity.
On Earth, this model may be applied to other ice rift systems to deter-
mine expected seismicity. Cryoseismicity on ice rifts may be driven by
the same fundamental processes as seismicity on terrestrial faults.
Because these rifts exhibit shorter characteristic times implying a pre-
dominantly stress rate modulated seismicity rate, ice likely has a faster
recovery rate than terrestrial faults allowing it to react on shorter
timescales to stress changes. Due to the short duration and repetition of
icequake cycles, low environmental noise level, and clear tidal modu-
lation of events, cryoseismology may be helpful to provide insights into
terrestrial seismology processes.

4. Discussion and conclusions

We apply a rate-and-state friction model to two Ross Ice Shelf rifts,
one mature and one juvenile, to accurately calculate the expected seis-
micity rate for both. Through the application of this model, we deter-
mine the characteristic times (t,) for each rift and find them to be shorter
than the tidal stress period. This implies both rifts are more strongly
modulated by tidally driven stress rate rather than tidal stress. Unlike
terrestrial faults, our analysis indicates that ice has a relatively faster
(less than a day) recovery time. We additionally find that the seismicity
levels at both rifts are exponentially dependent on the magnitude of tidal
stress rate applied to each system. When comparing the two rifts, the
mature rift appears to fracture more easily as a larger proportion of
events occurring at lower relative tidal stress rate levels and for a longer
duration of elevated seismicity rate for each tidal cycle (Figs. 3 and 4).
We suggest the differences in seismic response to stress rate between the
mature and juvenile rifts may be due to a wider damage zone and well-
established fractures surrounding the mature rift.

Because there is no direct estimate of stress for either rift system due
to sparse instrumentation coverage, we instead calculated the tidal
stress phase and relative amplitude based on a combined GPS and tidal
model by assuming that rifts behave elastically on tidal timescales.
However, future work containing GPS stations more closely positioned
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across a rift would allow for better strain phase and amplitude mea-
surements. A multi-seismometer deployment would also allow for better
stress assessment such as computing icequake moment tensors.

Rifts appear to be dominantly extensional features, which if the
extension is accommodated through opening fracture, would limit the
usage of this model for these systems. However, upon examination of the
rift structures there is evidence for features produced by shear, implying
the usage of a frictional model on these systems is reasonable (Supple-
mentary Fig. 4.1). Considerations for whether an ice rift exhibits frac-
turing beyond opening fracture will need to be taken before applying
this model to other ice rift systems. Future work may utilize seismic
source modeling from higher resolution seismic data to resolve the mode
of fracture occurring at these rifts. The best fitting results from applying
this model to other rifts provides information on the material strength of
the rift, the proportion of tidal stress to background stress rate, and the
characteristic time of seismic events in the system. Additionally,
including GPS to inform stress calculations allows us to accurately
characterize regional differential tidal stress phases and better describe
the modulation of seismicity to tidal stress rate. Our approach empha-
sizes the importance of including geodetic data in obtaining the full
picture of tidally driven seismicity.

Through applying the rate-and-state model for seismicity driven by
periodic stress to the two rifts, we verify the model’s usage in a cryo-
sphere setting while also validating the accuracy of the model in
reproducing observed seismic rates for systems driven by periodic
stresses such as tides. Our analysis both demonstrates that terrestrial
seismology models can be accurately applied to ice shelf rift systems and
that the rate and state periodic stress model is accurate in reproducing
observed seismicity rates due to an oscillating stress such as tides. Our
results suggest that rift seismicity is modulated by tidal stress rate and
rifts may become easier to fracture as they mature. Understanding brittle
fracture processes at rift zones contributes to the full picture of ice shelf
deformation which is necessary for determining their stability under
future climate conditions. Brittle failure of ice is also relevant to glacial
fracture, specifically to hard to reach subglacial volcanic systems where
icequake swarms are common (Ultee et al., 2020). Verifying the appli-
cability and accuracy of the periodic rate and state model validates its
usage, allowing for a deeper understanding of the earthquake cycle.
Finally, this model may be useful for planetary applications. In partic-
ular, this model may be used for icy ocean moons such as Enceladus and
Europa where tidally driven fracture is thought to occur (Hurford et al.,
2020, 2007; Rhoden et al., 2015). Based on a tidal stress model, an
assumed background seismicity rate, and expected material strengths,
one could predict the times when the highest levels of seismicity are
expected to occur on these moons, which may be critical information to
future missions with a short lifespan.
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