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Introduction 

My research project focused on developing a method for 
accurately recognizing human emotions from different 
communication modalities including video, audio, and text. 
The project's main objective is to showcase accuracy of: 
• Feature extraction, 
• Selection processes 
• Algorithm emotion prediction accuracy 

To achieve this goal, we utilized the IEMOCAP dataset, which is 
a widely used benchmark dataset for emotion recognition 
research. 
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Expand upon current emotion recognition technology, by utilizing 
different approaches to algorithm development. 

Analyze effectiveness of feature selection and fusion with the 
IEMOCAP dataset in focus 

Methodology/Activities: 
• Carry out feature extraction, selection, and fusion on audiovisual 

data in the IEMOCAP dataset to be used in training of emotion 
recognition algorithms. 

• Process unimodal data samples into multimodal data 
representations which offer better classification results.  

• Worked with a number of different tools and was exposed to 
different NLP(Natural Language Processing) development 
methods. 

Results: 
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Database consists of twelve 
hours of audiovisual data 

Includes video, speech, 
motion capture of face, and 
text transcriptions

Materials:  
• Audiovisual data collected from IEMOCAP dataset 
• Python- Librosa, NumPy  
• I3d and c3d models 

Discussion: 
• Discussed and implemented multiple multimodal fusion methods and a 

variation of steps in development. 
• Worked through feature extraction, selection, and fusion for audio/video 

modalities on the IEMOCAP dataset.  
• Started work on the preliminary iteration of the classification model and 

visualized processed data 

Future Work: 
• For this project: Continue project with more dataset application and 

algorithm development. 
• For lab: Continue work in the space of emotion recognition. 

Visualization for MFCC feature plot

mailto:areddy17@umd.edu

